
  
 

Automatic Identification of 
Time and Subject Related 
Patterns in Large Collection of 
Scientific Publications 

Mariusz Grabowski 
Paweł Lula 

 
 

 

 

   
 

Article Info: 
 

Management Information Systems, 
Vol. 6 (2011), No. 3, 

pp. 003-007 
 

Received 12 November 2010 
Accepted 25 June 2011 

 

UDC 659.25:004 
 

 Summary 
 

In the past decades, we have witnessed a dynamic development of scientific literature. 
The most important changes of this phenomenon relate to: (1) continuous increase in 
the number of published papers; (2) rapid development of electronic means of 
publication; (3) increased access to publications. 
The above trends are to be assessed positively. We must not, however, forget that the 
ongoing changes bring about certain difficulties that are new to us. Some of these 
difficulties may concern our inability to get acquainted with the most up-to-date issues 
because it is impossible to analyze the flood of information represented in numerous 
publications. The way to solve this problem may be application of automatic tools for 
information retrieval from text documents and application of data analysis methods that 
would enable a precise classification of documents based on the facts contained in 
them. 
Several methods connected with time and subject-related classification of text 
documentation will be presented as well as an attempt of their evaluation. As a result, 
key subjects as well as the trends that shape the analyzed research discipline will be 
identified. Papers published in MIS Quarterly in the period starting from 1977 until 
present will be used as the empirical data set. 
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1. Introduction 
 

Nowadays, the dynamic development of scientific 
literature can be observed. It manifests itself by: 
 

 Continuous increase in the number of 
published papers; 

 Rapid development of electronic means of 
publication; 

 Increased access to publications. 
 

Apart from all positive aspects, the 
development in the field of scientific literature also 
has some negative results. The flood of 
information, forecasted in Ackoff (1967), is one of 
them. It seems that applying computed-based 
tools, especially to filter and compress information, 
may be helpful in solving that problem. The ideas 
about using computer tools in the analysis of text 
documents have a long history; they include a 
number of approaches, e.g. Chomsky's works on 
grammar, Turing test, natural language processing, 
Eliza program by Weizenbaum, machine 
translation and text mining. The text mining 
(Hearst, 1999) approach is relatively new. It is the 
use of data mining techniques (Witten & Frank, 
2000) on text documents. One of the first 
definitions of text mining was proposed in Hearst, 
(2003): 

Text Mining is the discovery by computer of new, 
previously unknown information, by automatically 
extracting information from different written resources. 

 

Text mining methods and tools have been used in 
this paper to identify key subjects in scientific 
publications in the field of information systems (IS) 
in the period from 1977 to 2006, and to analyze the 
main changes in this period which could be 
observed in the IS field. 

 
2. The Purpose of Analysis 
 

IS is an interdisciplinary field which is focused, as it 
was proposed by Lyytinen & King, (2004, p. 221), 
on: 
 

a market of ideas in which scholars (and practitioners) 
exchange their views regarding the design and 
management of information and associated technologies 
in organized human enterprise. 
 

The interdisciplinary character of information 
systems is expressed in taking two perspectives into 
consideration (Laudon & Laudon, 2002, pp. 14-
15): (1) technical, which consists of management 
science, computer science and operational research 
and (2) behavioral, which incorporates psychology, 
economics and sociology. 
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By using text mining approach, the authors of 
this paper want to verify, if the interdisciplinary 
character of IS field is reflected in the variety of 
topics covered. The second research question is 
connected with the third postulate raised by 
Lyytinen & King (2004, p. 226) when they 
discussed the scientific legitimacy of the field. This 
was the postulate of “the plasticity of the field with 
respect to changing circumstances." The answer to 
this question may be found in the analysis of the 
changes in topics covered over time, presented in 
this paper. 

According to interdisciplinary character of IS, 
we may not include periodicals that narrow the 
scope of interest only to certain area, i.e. technical 
aspects of information technology. For this reason, 
MIS Quarterly (http://www.misq.org) was used as 
the source of papers, as it is a widely recognized 
leading scientific magazine of IS field. It fully 
reflects the whole scope of IS interests. In the 
opinion of the authors of this article, limiting the 
research sample to this one title would not 
disqualify the results of the analysis, as MIS 
Quarterly represents high scientific quality. In the 
future, however, this analysis may be extended to 
other periodicals of IS field such as: Information 
Systems Research, European Journal of Information 
Systems and Information Systems Management to 
mention some. 

The set of documents which was analyzed 
during the research included all the papers 
published in the period from 1977 to 2006. The 
total number of analyzed papers was 768. In fact, 
this includes all annuals of MIS Quarterly published 
until 2006. This also allowed us to conduct a time 
related analysis. 

Each paper was described by title, keywords and 
abstract section. The following tools were used 
during the research: STATISTICA Text Miner, 
Microsoft Excel spreadsheet and other individually 
developed computer programs written in Perl and 
Visual Basic. 

 
3. Document Preprocessing 
 

The preprocessing of documents was the first step 
in the process of analysis. It included: 
 

 transformation to plain text format; 
 stemming - during that process all words were 

replaced by their basic forms; 
 removing irrelevant words from English stop-

list; 
 limiting the set to the words which appeared in 

keywords section; 

 identifying phrases; 
 limiting the set to the terms which appeared 

with the frequency from 3% to 50%; and 
 getting bag-of-words representation. 

 

As the result of the preprocessing we obtained 
the bag-of-word, which is the most popular form 
of text documents representation, easy for further 
processing with data analysis methods. It is a 
matrix, in which rows correspond with the words 
(or phrases) appearing in a document, and columns 
correspond with the documents in the set. Element 

ijx  indicates how many times thi   word is 

present in thj   document. Basing on bag-of-
words we can obtain frequency matrix, which is the 
starting point for further analysis. This method of 
document representation is known as vector space 
model and was first proposed by Salton, Wong, & 
Yang (1975). 

 
4. Key Subjects Identification 

 

In order to identify key subjects, the following 
procedure was used: 
 

 Transformation of frequency matrix (vector 
space model representation of a document) to 
an inverse document frequency (matrix). 
During this step, all nonzero values of 
frequency matrix were transformed according 
to the formula proposed in Manning & Schütze 
(1999): 
 )/log(*))),(log(1(),( diNjixjix fidf   

Where: – total number of documents, – number 
of documents containing  word, – number of 
occurrences of word in document. 
The purpose of making on the value is merely 
to draw attention to the fact of the word 
occurrence and simultaneously to weaken (but 
not exclude) the importance of information 
about the number of occurrences of a given 
word (function “flattens" these values to a great 
degree). The expression gives more significance 
to these words that occur in a relatively small 
number of documents. During the 
transformation described in this step, values “0" 
remain unchanged. 

 Singular Value Decomposition (SVD) of 
matrix. SVD is a linear algebra tool, which is a 
basis to LSI - Latent Semantic Indexing, 
described also as LSA - Latent Semantic 
Analysis (Deerwester, Dumais, Fumas, 
Landauer, & Harsman, (1990)). The main 
purpose of LSA is to determine a new space, 
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percentage of papers published in a corresponding 
year and containing a given word. The level of gray 
of the corresponding field defines the level of 
popularity of a given term in a corresponding year. 
It is calculated as a fraction of the number of 
documents published in a given year and a maximal 
number of the documents containing a given term 
observed over the period. 

The observed changes in the topics illustrate 
plasticity of is field, which attempts to find 
theoretical base for the practical decisions made in 
“organized human enterprise”. We may see that, in 
the initial period of analysis, approx. 40-50% 
occurrences contain the term "mis". In the recent 
years, terms connected with knowledge and 
information technology have gained popularity. 

Such order of terms, correlated with the topics 
covered over the years, corresponds with the 
observed trend. Information systems tend to be 
more and more distributed. This trend shifts the 
interest of the designers and information system 
builders from monolithic (such as MIS) to more 
inter-operational systems, in which the accent is 
placed on knowledge exchange and high IT 
integration. 

 
6. Conclusion 

 

The text mining approach applied to the 
information retrieval from a large collection of 
scientific papers, presented in this paper, proved its 
usefulness. 

The obtained results seemed to confirm the 
theses formulated in the beginning of this article. 
IS Field, as reflected in MIS Quarterly publication, 
proved its interdisciplinary character and plasticity. 
The conducted analysis also allowed us to 
formulate the following methodological remarks: 

 Algorithms of key-words identification have 
crucial meaning in IR problems; 

 Time related aspects of text documents analysis 
may be a useful approach to statistical modeling 
and forecasting. 
 

The presented research can be extended in the 
future to other collections of publications or/and 
other aspects of text analysis. 
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