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 Summary 
 

The article deals with the Bayesian statistics, which is appropriate in situations when 
there is lack of available statistical data, so that another source of information must be 
included into the analysis. The main mathematical principle of Bayesian approach is 
described. We focused on the analysis of variance, which is usually (in classical statis-
tics) used for deciding whether the factor influences the quantitative variable. Besides 
this decision, The Bayesian approach also provides the possibility of estimating the 
group’s means, different from the classical approach. Such kind of estimation (Bayes-
ian shrinkage point estimation) is more precise, and therefore more valuable for con-
sequential analyses and decisions. Processing real data of car insurance, the rate of 
influence of engine performance for the claim amount was shown and the group’s 
means were estimated. Such estimation may be used for suggesting the insurance 
rate in each group for the next period. 
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1. Introduction 
 

Any responsible decision must be based on thor-
ough knowledge of the problem that is being 
solved. The knowledge usually comes from long-
term experience, but it has to be supported by in-
dubitable facts, too. Statistics provides analyses 
based on processing real data. Such analyses are 
noted for high measure of objectiveness, and thus 
constitute a valuable background for making well-
advised decisions. 

Sometimes it is a great problem to gather 
enough data for describing the whole population. 
Methods of statistical inference are used in such a 
situation, as they allow discovering some substan-
tial information from the sample, where the units 
are randomly gathered from the population. The 
main problems statistical inference deals with are 
estimations of the population’s parameters (mean, 
variance, proportion, etc.) and testing hypotheses 
about some properties of the population. 

Bayesian statistics is an effective tool for solving 
some inference problems in a situation when the 
available sample is too small for more complex 
statistical analysis to be applied. The lack of infor-
mation may be offset (up to a certain point) by us-
ing Bayesian approach, as it enables us to utilise 
more sources of information. Besides the sample 

data, so-called prior information may be included 
into the analysis. 

Bayesian approach is very well applicable in in-
surance. In order to set the optimal insurance rate, 
it is necessary to know the distribution of several 
variables: number of insured events, the volume of 
insurance cover and the gross amount of insurance 
cover. The only way to create these distributions is 
to use available data coming from the previous pe-
riods. The more data is employed, the better the 
estimated distribution is. Thus, any other source of 
data is desirable to utilize. Bayesian statistics shows 
how to include both kinds of information to the 
analysis. 

 
2. The Main Principle of Bayesian  
Statistics 

 

The main mathematical difference between the 
Bayesian and the classical approach in solving in-
ference problems is that while in the classical statis-
tical inference the estimated parameter is an un-
known constant, in Bayesian statistics the parame-
ter is considered to be a random variable with 
some kind of distribution. Before processing the 
data from random sample, the distribution is called 
prior distribution; incorporating the data leads to 
the posterior distribution, which is the background 
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for making inference conclusions – estimations of 
parameters and testing hypotheses. 

The main principle, Bayesian statistics is based 
on is the Bayes’ theorem (Bolstad, 2004), which 
expresses how the occurrence of a particular event 
influences the probabilities of the other events. Its 
discrete form is as follows: 
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( nAAA ,...,, 21  is a sequence of exclusive and ex-

haustive events, is any event.) 
 
The rules of Bayesian statistics are mostly de-

rived from the continuous form: 
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where 
)(f  denotes the prior probability of esti-

mated parameter   
)( xf is the posterior density of   

 )( xf is the likelihood function. 
 
The expression in denominator can be ne-

glected, because considering the variable  , it is of 
constant value. Thus, the relation of identity is sub-
stituted by the relation of proportionality and the 
theorem is mostly used in following form: 

 
        fff xx                              (3) 

 
So, the posterior density depends on the sample 

distribution as well as the prior density. The rate of 
these influences is given by several factors; the 
most important of them are related to some prop-
erties of the sample, i.e. its size and its variance. 

Generally, the more valuable source is that of 
the less variance, so the smaller the sample vari-
ance, the bigger the influence of the sample distri-
bution over the posterior distribution’s shape, and 
vice versa. 

It is obvious that the influence of sample distri-
bution rises if the sample size increases. The vari-
ance of the posterior distribution is usually smaller 
than the prior variance (and the sample variance 
too); thus the conclusions based on posterior dis-
tribution are more precise than those provided by 
means of the classical approach. 

 

Sometimes, the prior and the posterior densities 
are of the same type, although the values of their 
parameters are different. In such cases, together 
with the sample distribution, they create so-called 
conjugate family. Employing conjugate families 
makes considerably easier to evaluate the parame-
ters of posterior distribution, as there exist formu-
las for doing it. 

The most used conjugated families in insurance 
are these (the first is the sample distribution, the 
second is the prior/posterior distribution): 

 

Binomial/beta (Lee, 2012; Pacáková, 2004; 
Kotlebová, 2009) is used for estimating the prob-
ability of the insurance event in the case when we 
consider this probability to be constant. The sam-
ple comes from the binomial distribution ),;( nBi  
and the prior distribution of   is beta distribution 

);( Be . The posterior distribution of   is beta 
distribution, too, with parameters ,1 x 

xn  1 . (x denotes number of the event’s 
occurrences.) 

Poisson/gamma (Lee, 2012; Pacáková, 2004; 
Kotlebová, 2009) is used for estimating the distri-
bution of a number of insured events. The sample 
comes from the Poisson distribution ),(Po and 
the prior distribution of   is gamma distribution 

).;( G  The posterior distribution is gamma dis-
tribution );;( 11 G  the parameters satisfy equa-

tions: ,
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observations, ix  are observed values). 
Normal/normal (Lee, 2012; Pacáková, 2004; 

Kotlebová, 2009) is used for estimating the average 
volume of insurance cover. 

The sample is normally distributed, and the 
variance of the distribution is assumed to be 
known ( 2 ). If the prior distribution of mean (  ) 
is normal ( );( 2smN ), the posterior is normal, too   
( ));;( 2

11 smN  the parameters satisfy equations:  
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Usually, the point estimation of the parameter is 
the posterior mean, the limits of confidence inter-
vals are the appropriate quantiles of the posterior 
distribution. 
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3. Bayesian Approach in Analysis of 
Variance 

 

In this article, we concentrated on the Bayesian 
approach in one of the most often used methods in 
statistics - analysis of variance (ANOVA). To 
briefly remind the main principle of this method: 

The aim is to decide, whether some factor 
(character variable) influences the particular quanti-
tative variable. In order to do that, the data is se-
lected into groups – each of them is created by par-
ticular variant of the factor. The goal is to verify 
hypothesis: 

 
kH  ...: 210   (k > 2),                               (4) 

 
where k ...,,, 21  are groups’ means and k is 

the number of groups (variants of factor). If the 
hypothesis holds, the factor does not influence the 
quantitative variable. If any of equations is not sat-
isfied, we consider the factor to be statistically sig-
nificant. 

The following F-test is used for verifying the 
hypothesis (4): 
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with )1( k  and )( kn   degrees of freedom. It 
is based on comparing two kinds of variance – 
variance between groups and within groups. If the 
calculated value is bigger than the quantile 

);1(1 knkF  , we reject the null hypothesis and we 
conclude, that the factor influences the value of the 
quantitative variable. 

In the following part, we concentrate on esti-
mating means of the particular group i . The clas-
sical statistics approaches this problem in a simple 
way: When the null hypothesis is rejected, the 
group’s mean is estimated by average of values be-
longing to the group ix . If the null hypothesis is 
not rejected, means of each group are estimated by 
the total mean x  (exploitation more data gives 
better result). So, the classical approach leads to 
two different estimations. It is obvious, that the 
result depends on the significance level, too. 

Bayesian statistics provides more possibilities 
for the estimated group´s mean. If the factor ap-
pears to be statistically significant, besides the deci-
sion about the hypothesis (4) Bayesian statistics 
also takes into account the difference between the 
evaluated F-statistics and the quantile );1(1 knkF  . 

The reason for such consideration is as follows: 
 

Sometimes, the evaluated F-statistics hardly ex-
ceeds the quantile );1(1 knkF  . The difference may 
be such small, that some doubts about the decision 
(of rejecting the null hypothesis) may appear. If, in 
addition, the difference between the over-all aver-
age and the group´s average is sizeable, we can rec-
ognize, that tiny change in data leading to decrease 
the F-statistics value, causes the big change in esti-
mation of the mean´s value. Thus, the question is, 
whether the better estimation of the group´s mean 
is somewhere within both averages under consid-
eration. Bayesian statistics gives a reasonable an-
swer to this question. The group´s mean may be 
estimated by using the formula 
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Accordingly, Bayesian estimation of the group´s 
mean )( iBE   is a weighted average of both aver-
ages. The weights appropriately represent the rela-
tions listed above. The greater the value of F-
statistics (which lies in the critical region far from 
the critical value, so the decision about rejection 
the null hypothesis is unambiguous), the smaller 
the weight of the total average, and vice versa. This 
kind of estimation is called Bayesian shrinkage estima-
tion, as the groups’ mean is „shrinkaged“ towards 
the total mean. 

The formula may be used without reference to 
the significance level used for testing the hypothe-
sis (4). 

 
4. Bayesian Approach in Estimation of 
Average Claim Amount Depending on 
Engine Performance of a Car 

 

We used the described procedure on the data com-
ing from an insurance company. The authentic data 
were transformed, according to the requirement of 
the insurance company which provided the data. 
(That is the reason, why we don´t record money 
units in Table 2 and Table 3.) 

Tables 1 and Table 2 contain data about num-
ber of insurance contracts and the aggregated claim 
amount. They have been sorted according to en-
gine performance, and the clients were legal per-
sons. Symbols B1, B2, …, B6 represent the follow-
ing values of engine performance: 

 

B1 – engine performance up to 50 kW 
B2 – engine performance 51 – 60 kW 
B3 – engine performance 61 – 80 kW 
B4 – engine performance 81 – 90 kW 
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B5 – engine performance 91 – 120 kW 
B6 – engine performance greater than 120 kW 
 
Table 1   Number of insurance contracts (transformed) 

 

Number of insurance contracts 
Year B1 B2 B3 B4 B5 B6
2007 6 672 6 479 9 197 1 562 1 564 1 045
2008 7 546 6 376 7 941 1 303 1 242 1 054
2009 7 536 6 458 9 728 2 124 2 130 1 923
2010 12 021 10 521 26 132 6 612 9 335 6 650
2011 12 191 10 885 29 300 7 212 10 218 7 689
Total 45 966 40 719 82 298 18 813 24 489 18 361

 

Source: Insurance company 
 

Table 2   Aggregate claim amount (transformed) 
 

Aggregate claim amount 
Year B1 B2 B3 B4 B5 B6 
2007 350 011 703 163 620 861 113 207 225 912 112 382 
2008 319 812 395 520 395 555 102 598 122 409 62 091 
2009 265 313 238 976 435 837 61 571 101 971 112 669 
2010 470 582 540 519 1 382 465 324 763 616 843 484 000 
2011 428 357 355 235 1 242 557 319 656 730 292 444 466 
Total 1 843 075 2 233 413 4 077 275 921 795 1 797 427 1 215 608 

 

Source: Insurance company 
 
Using data from Tables 1 and 2 we evaluated 

the average claim amount related to one insurance 
contract in each group. The results are presented in 
Table 3. 

 
Table 3   Average claim amount related to one insurance 

contract 
 

Average claim amount related to one insurance contract 
Year B1 B2 B3 B4 B5 B6
2007 52.459682 108.529557 67.506044 72.475672 144.445013 107.542584
2008 42.381659 62.032622 49.811737 78.739831 98.557971 58.909868
2009 35.206077 37.004645 44.802323 28.988230 47.873709 58.590224
2010 39.146660 51.375250 52.903146 49.117211 66.078522 72.781955
2011 35.137150 32.635278 42.408089 44.322795 71.471129 57.805436

 

Source: The authors’ calculations from transformed data 
 
We wanted to find out whether the engine per-

formance influences the average claim amount, and 
estimate the groups´ means (regardless of the tests’ 
conclusion). The Statgraphics Plus software was 
used for the calculations. The first output is in Fig-
ure 1. 

 

 
 

Figure 1   Output from Statgraphics Plus (Summary statistics) 
 
The first sight shows, that the means are con-

siderably higher in the last two groups in compari-
son with other groups. However, the variability 

within groups seems great, too, so it is hard to de-
cide in advance whether the factor is statistically 
significant. 

Before performing analysis of variance, we had 
to verify whether the variances in groups are the 
same or not (Pacáková, 2003). It turned out, that 
the p-Value in the Cochran´s test was 0.135418, so 
the necessary condition for performing ANOVA 
was satisfied. 

The ANOVA table is shown in Figure 2, 
whereas the particular groups are graphically com-
pared in Figure 3. 

 

 
 

Figure 2   Output from Statgraphics Plus (ANOVA table) 

 
According to the p-Value, the null hypothesis is 

rejected at the significance level 0.05, while it is not 
rejected at the significance level 0.1. Thus, accord-
ing to the classical approach, at the significance 
level 0.05, all groups’ means are estimated by total 
average 60.368, while at the significance level 0.1 
each mean is estimated by the group´s average 
(Figure 1). The differences are sizeable, particularly 
in groups B5 and B1. (The Kruskall-Wallis (Pacák-
ová, 2003) test was performed as well; p-Value was 
also within 0.05 and 0.1, so the estimations are the 
same). 

 

 
 

Figure 3   Output from Statgraphics Plus 
 

By the Bayesian approach, for the groups’ 
means estimation, we used formula (6), to which 
the value ( 24.2F ) from Table 2 was substituted. 
Calculations are in Table 4. The values of used 
weights were these: 
 

446429.0
24.2
11


F

, 553571.011 
F
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Table 4   Calculated Bayesian shrinkage point estimation 
 

Engine 
performance 

Classical point 
estimation at 
significance 

level 0.1 

Classical point 
estimation at 
significance 
level 0.05 

Bayesian 
shrinkage 
estimation 

B1 40.8662 60.638 49.5724 
B2 58.3155 60.638 59.2318 
B3 51.4864 60.638 55.4514 
B4 54.7287 60.638 57.2462 
B5 85.6853 60.638 74.3829 
B6 71.1260 60.638 66.3233 

Total 60.3680 60.638 60.3680 
 

Source: The authors’ calculations 
 
Thus, each Bayesian shrinkage estimation is 

within the groups’ average and the total mean. In 
Bayesian statistics, generally, point estimations are 
within the classical point estimation (coming from 
the sample data) and the value derived from the 
prior information. In this case, the prior assump-
tion was connected with the null hypothesis (4), 
thus the derived value was the total mean. Calcu-
lated values may create a credible base for making 
decisions about the insurance premium rate. 

 
5. Conclusion 

 

Well-advised decisions are based on arguments 
derived from the real data. If there is too little data 
at disposal, it is desirable to employ another source 
of information. Bayesian statistics provides meth-
ods which pool several kinds of information to-
gether. The achieved results are more comprehen-
sive than those coming from the classical approach. 

Bayesian approach in analysis of variance allows 
us not only to decide whether the variable is influ-
enced by the factor, but it provides also a simple 
tool for estimating the groups’ means, different 
from the classical approach. Bayesian shrinkage 
point estimation gives valuable results especially in 
situations, when the p-Value of F-test (when per-
forming ANOVA) is not far from the significance 
level. 

As it was shown, the estimations provided by 
the classical approach were considerably different 
for two different significance levels (0.05, 0.1) 
(when performing the ANOVA test); Bayesian es-
timation is a suitable middle course within both 
classical possibilities. 
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